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Abstract

Entities realized in prominent syntactic
positions receive some preferential treat-
ment when referred to in a subsequent dis-
course segment: In particular, they are
preferentially referred to with reduced re-
ferring expressions, often pronouns. This
has been observed in both production
(Arnold, 1998) and perception (Gordon
et al., 1993; Almor, 1999). As a re-
sult, syntactic prominence has been re-
garded as a primary factor in determin-
ing the salience of entities. However, in
English, syntactic role and semantic role
are often conflated. That is, entities re-
alized as syntactic subjects are often se-
mantic agents while those realized as ob-
jects are often patients. Thus, it could
be that salience is determined by semantic
prominence rather than syntactic promi-
nence. In this paper, I present some evi-
dence from a corpus investigation compar-
ing the relative contribution of syntactic
and semantic prominence to the salience
of entities for subsequent pronominal ref-
erence. Using the concept of the value
of information from Information Theory
(Shannon, 1948), results suggest that syn-
tactic and semantic prominence are com-
parably informative, but that together they
are more informative than either is alone.

1 Introduction

Many studies of discourse production and percep-
tion have observed that entities evoked in subject
position are treated somewhat differently than those
evoked in other positions when those entities are re-
ferred to subsequently. For instance, consider the
short discourse in (1).

(1) a. Lukei hit Maxj .
b. Then hei/#j ran home.
b’. Then #Luke/Max ran home.

While the pronoun in (1b) is ambiguous and could
be interpreted as referring to either LUKE or MAX ,
the preferred interpretation is LUKE, the subject of
the preceding sentence (cf., Hudson-D’Zmura and
Tanenhaus (1997); Mathews and Chodorow (1988)).
Similarly, repeated reference to LUKE by name as
in (1b’) is more marked than repeated reference to
MAX by name (Gordon et al., 1993; Almor, 1999).
These observations are from the hearer’s perspec-
tive, but even from the speaker’s perspective, similar
preferences have been observed. Brown (1983) ob-
served that entities introduced as subjects persisted
longer than those introduced in other syntactic po-
sitions: That is, there were more contiguous utter-
ances in which the entity was referred to again.

Many models of discourse production and pro-
cessing capture these observations through two as-
sumptions. First, thesalienceof entities evoked
in a discourse determines how subsequent reference
to those entities should be performed (Ariel, 1988;
Gundel et al., 1993). Second, syntactic informa-
tion is a primary or even sole factor which deter-



mines salience (Grosz et al., 1995; Lappin and Le-
ass, 1994). Thus, according to this kind of model,
the first sentence in (1) introduces two entities into
the discourse representation, LUKE and MAX . With
respect to the syntactic prominence hierarchy shown
in (2), in this representation, LUKE is more salient
because it was realized in subject position while
MAX is less salient having been realized in object
position.

(2) subject > object > oblique > none

One problem with this account is that in such
languages as English, syntactic information is often
conflated with semantic information. That is, syn-
tactic subjects are often semantic agents and carry
morePROTO-agent entailments (e.g., sentience, vo-
lition; Dowty (1991)), while syntactic objects are of-
ten semantic patients and carry morePROTO-patient
entailments (e.g., undergo change-of-state, causally
affected). Thus, assuming a semantic prominence
hierarchy as in (3) (cf., thematic hierarchies in Jack-
endoff (1972), Speas (1990)), it could be the case
that LUKE is more salient than MAX in (1a) not be-
cause it is realized in subject position, but rather be-
cause it is realized as an agent (of the hitting event).

(3) agent > patient > others

The purpose of this paper is to investigate this
possibility. To restate it as a question: What is
the relative contribution of syntactic prominence
and semantic prominence to the salience of entities
evoked in a discourse? I investigate this question
with a corpus investigation which looks at coref-
erence across adjacent utterances and the form of
referring expression (pronoun or description) used
in subsequent reference. The results are presented
in information-theoretic terms (Shannon, 1948) and
suggest that while syntactic and semantic promi-
nence are comparably informative about the form of
subsequent reference, taken together, syntactic and
semantic prominence are more informative than ei-
ther is alone.

In the next section, I describe the basic discourse
model I assume in this paper and then in Section 3
I describe the corpus used in this study. Section 4
contains an overview of information theory and par-
ticularly the concept of the value of information. I

report the results of the study in Section 5 along with
interleaved discussion.

2 Discourse Model

In this paper, I assume a model of discourse process-
ing in which the current utterance is processed with
respect to the context; that is, the representation of
the discourse so far (Kamp and Reyle, 1993; Kehler,
2002). I assume that the context contains represen-
tations of the entities evoked in the discourse. Fol-
lowing Karttunen (1976) and Heim (1982; 1983),
I call them discourse referents. The set of refer-
ents is a partially-ordered list, the order of which
is determined by a number of factors including
syntactic role and recency (see Hirst (1981) and
Mitkov (2002) for an overview of these and many
other factors). I take the highest ranking referent to
be the most salient referent in the current context.
As such, if this referent is evoked in the current ut-
terance, then it should be done so pronominally (cf.,
Rule 2 of Centering Theory, Grosz, et al., (1995)).
This then is a useful metric for determining which
referents in the context are more salient than others.

This is the approach I use in the corpus analy-
sis in order to examine which referents are most
salient and subsequently which syntactic and seman-
tic features are most informative for determining
their salience. However one simplification I make
is to assume that recency determines that all refer-
ents evoked in the most recent utterance are more
salient than those evoked in earlier utterances. Thus,
while inter-utterance coreference could conceivably
span multiple utterances, the present study only con-
siders coreference in adjacent utterances.

The theoretical approach which I take in this study
embodies the speaker’s point of view in discourse
processing. In other words, I am investigating what
the speaker takes as salient in the discourse and the
encoding decisions made as a result of that. How-
ever, I take salience to be a feature of discourse rep-
resentation which is ultimately used by both hearer
and speaker in their respective tasks. The precise
way in which each uses salience may be different,
but I assume that they rely on the same core notion
of salience in the process of discourse production
or perception (cf., Prince (1986) and Blutner (1998;
2000)).



3 Corpus Design

The corpus is composed of texts selected fromIn-
terText (http://www.intertext.com )—an online,
refereed magazine of fiction. At present the corpus
contains five complete texts of varying lengths com-
prising a total of 5,480 words. The selected texts
are third-person narratives with minimal quoted pas-
sages. These texts were manually marked-up using
XML. In this section, I describe the relevant mark-
up elements and how the corpus was analyzed in or-
der to answer the main research question.1

3.1 Utterances

The texts were first parsed into sentence nodes,
<s>, based on their appearance in the text: word
strings terminated by a period (except of course
for periods marking an abbreviation). The<s>
nodes were further marked with a relatively shallow
parse based on clause relations. Each clause,<c>,
contained at most one<verb > child. The noun-
phrase,<np>, and clausal arguments of a verb were
marked as siblings of the<verb >. The text shown
in (4) was thus tagged as in (5) (leaving out currently
irrelevant details).

(4) John hit Matt. He told his teacher that John
did so.

(5) <s>
<c>John hit Matt</c>
<punc>.</punc>

</s>
<s>

<c>He told his teacher that
<c>John did so</c>

</c>
<punc>.</punc>

</s>

In the analyses which follow, I will be investi-
gating instances of inter-utterance coreference. In
terms of the corpus, I define an utterance as a<c>
node which is the immediate child of a<s> node.
Thus, the embedded clause in (4),John did sois not
an utterance. On the other hand, conjoined clauses
(e.g.,The building is tall and it is old.) are treated as
separate utterances.

1It is important to note here that the corpus mark-up has been
performed entirely by myself. Thus, at present there is no inter-
rater validation. However, numerous passes over the corpus by
me have likely ensured a high degree of intra-rater consistency.

One final note here is that this study looks only
at coreference between noun-phrases. Thus such
things as event references as inJohn secretly pinched
Matt but the teacher saw itare not included. It is
doubtful that this exclusion has much effect on the
overall results since there were only a handful of
such cases in the corpus.

3.2 Syntactic Information

The syntactic role of each argument<np> was
marked as “subject”, “object”, or “oblique”. Any
other<np> nodes which were not arguments of a
verb were marked as “none” (i.e., not subject, object,
or oblique). In each clause, the nearest<np> node
preceding the<verb > was marked as the subject;
the nearest<np> node following the<verb >
but not immediately preceded by a preposition was
marked as the object (so-called double-object con-
structions likegive Mark the penwere marked with
two objects); and any (remaining)<np> node im-
mediately preceded by a preposition was marked as
an oblique. Thus, (6) was tagged as in (7).

(6) Ken threw the frisbee to Jaime.
(7) <s>

<c>
<np synrole="subject">

Ken</np>
<verb>threw</verb>
<np synrole="object">

the frisbee</np>
to
<np synrole="oblique">

Jaime</np>
</c>
<punc>.</punc>

</s>

3.3 Semantic Information

The semantic role of each<np> argument was
marked with respect to two semantic systems: the
FrameNet (Baker et al., 1998) system of frames and
elements and thePROTO-role entailments of Dowty
(1991). Here, I briefly explain each of these.

3.3.1 FrameNet

Based on the frame semantics of Fillmore (1968;
1976), the FrameNet system defines a large num-
ber of conceptual frames (e.g., intentionallyaffect,
transitiveaction), each of which incorporates a set
of frame elements (i.e., thematic roles: agent, pa-
tient, etc.) which participate in that frame. Each



frame encompasses a number of lexical items which
invoke that frame and therefore define the particu-
lar roles that the arguments of each item play. For
instance, the verbthrow invokes the causemotion
frame and therefore takes several participants in-
cluding an agent, a theme, and a goal.

In the present study, the semantic role of each
<np> argument of a<verb > was determined
by consulting the FrameNet database for the frame
which encompassed that verb and then assigning the
respective frame element labels to the<np> nodes.
If a verb was not in the FrameNet database, then the
database was searched for a suitable alternative (e.g.,
via synonymic or hypernymic relations). Thus, the
sentence in (6) was tagged as in (8).

(8) <s>
<c>

<np semrole="agent">
Ken</np>

<verb>threw</verb>
<np semrole="theme">

the frisbee</np>
to
<np semrole="goal">

Jaime</np>
</c>
<punc>.</punc>

</s>

3.3.2 PROTO-roles

Dowty (1991) proposes an alternative view of
the linking between lexical conceptual structure and
syntax through semantic entailments placed on argu-
ments by a verb. He posits two sets ofPROTO-role
entailments as in (9).

(9) PROTO-agent entailments

• sentience

• volition

• cause event or change-of-state

• undergo movement

PROTO-patient entailments

• undergo change-of-state

• causally affected

• incremental theme

• stationary

Under Dowty’s theory, arguments of a verb may
carry any number of these entailments. A selection
principle then determines that the argument which

carries the mostPROTO-agent entailments becomes
the surface subject. The remaining argument with
the mostPROTO-patient entailments becomes the
object. Any other arguments become obliques. It
is important to notice then that under this system,
arguments may take on thePROTO-agent orPROTO-
patient roles in varying degrees. With one verb,
the argument realized as subject may carry all four
PROTO-agent entailments while with another verb,
the argument realized as subject may carry only one
or two. Furthermore, some crossover between the
roles is possible: An argument realized as a subject
may carry somePROTO-patient entailments while
an argument realized as an object may carry some
PROTO-agent entailments.

In the corpus,PROTO-agent entailments for every
<np> argument were marked. The entailments as-
sociated with any particular verb were determined
using a series of linguistic tests described in Rose
(2005). Thus, (6) was marked as in (10).

(10) <s>
<c>

<np sentience="yes"
volition="yes"
stationary="yes">

Ken</np>
<verb>threw</verb>
<np movement="yes">

the frisbee</np>
to
<np stationary="yes">

Jaime</np>
</c>
<punc>.</punc>

</s>

3.3.3 FrameNet vs. PROTO-roles

The two different semantic systems used in this
study provide an interesting contrast. In Frame Se-
mantics, upon which FrameNet is based, case roles
are seen as derived from primitive, psychologically
real semantic concepts (Fillmore, 1968).PROTO-
roles, on the other hand, are seen merely as labels
for flexible configurations of semantic entailments
(Dowty, 1991). If one or the other of these two views
could be shown as more closely linked to salience,
this may suggest different things about the nature of
salience. For instance, if the FrameNet approach can
be shown to be better, this may suggest an interest-
ing link between salience and semantic primitives
via the roles that entities are seen to play in concep-
tual frames.



3.4 Coreference Information

In order to be able to examine coreference relation-
ships across adjacent utterances, every referential
noun phrase (i.e., excluding such things as expletive
it) was marked with an identifier string. Within any
given text, all noun-phrases which were interpreted
as referring to the same real-word referent were
given the same identifier. Thus, (11) was marked
as shown in (12).

(11) Louis watched a ballerina. She was graceful.
(12) <s>

<c>
<np id="LOUIS">Louis</np>
<verb>watched</verb>
<np id="BALLERINA">

a ballerina</np>
</c>
<punc>.</punc>

<s>
<s>

<c>
<np id="BALLERINA">She</np>
<verb>was</verb>
graceful

</c>
<punc>.</punc>

</s>

4 Information Theory

The corpus analysis which follows makes use of one
fundamental concept in Information Theory (Shan-
non, 1948): the value of information (hereafter,
EIV ). EIV is based on the entropy,H—an esti-
mate of the uncertainty of the outcome—of a given
probability space.H for a probability space with
N possible outcomes can be calculated as shown in
(13) whereP (n) is the probability of then-th out-
come.

(13) −
∑N

n=1 P (n)log2P (n)

For a given question in which all possible out-
comes are equally likely (e.g., the flip of a fair coin),
the entropy is very high. However, if we learn some
information, x, that causes one outcome to be far
more likely to occur, then our uncertainty will de-
crease:H will be reduced. The amount of entropy
reduction as a result of learningx, Hr(x), is thus
calculated as the difference between the initial en-
tropy,H, and the conditional entropyH(x) (i.e.,H
givenx).2

2The value amounting to the reduction in entropy has also
been referred as theentropy value(van Rooy, 2004).

To illustrate, consider the following problem: If I
open a novel to a random page and point to a ran-
dom letter on the page, what is the probability,P ,
that the letter is ‘u’? Without any other information,
P is simply the prior probability of the occurrence
of ‘u’ in the language as a whole. Using this prior
probability we could calculate the entropy,H, of the
problem. However, imagine we learn that the pre-
ceding letter is ‘q’. Then we can be much more cer-
tain that the letter in question is ‘u’. Thus, the condi-
tional entropy,H(‘q’ ), will be less—a reduction in
entropy.

Entropy reduction may be either positive or nega-
tive: learning thatx is true may make us more cer-
tain while learning thatx is false may make us less
certain about some outcome. It is therefore useful
to calculate the value of learning whether or notx
is true. In other words, it is useful to know what is
the overall value of asking the question of whether
x is true or false. In information theory, this value
is estimated as the weighted sum of the entropy re-
ductions for all possible outcomes ofx (here, true
or false). This value is known as the estimated in-
formation value,EIV . Formally, theEIV of learn-
ing whether or notx is calculated using the formula
shown in (14), whereP (x) is the prior probability
of the occurrence ofx.

(14) EIV (x) = P (x)Hr(x) + P (¬x)Hr(¬x)

A good illustration of information value comes
from the game “Who am I?” in which one person
pretends to be some famous person and others must
ask yes/no questions to find the identity. In this sce-
nario, what is an informative (i.e., having a large in-
formation value) first question assuming that there
is no bias in the choice of famous person? One can-
didate would be “Are you a male/female?” In this
case, both terms in the sum of (14) will be at a max-
imum and thusEIV will be large. However, a ques-
tion like “Are you Albert Einstein?” will be much
less informative: While the entropy reduction if the
answer is yes,Hr(x), is large, the probability the
answer is yes,P (x), is very small. If the answer is
no then the converse is true. Thus both terms in the
sum of (14) will be small andEIV will be small.
Of course, if after several questions we have learned
that the mystery person is male, is a scientist, lived



in the 20th century, and won a Nobel Prize, then the
EIV would be much larger.

In the present study, I am investigating the infor-
mation value of syntactic and semantic prominence
toward determining the salience of discourse refer-
ents. This is done by asking, for example, the fol-
lowing question: What is the information value of
learning whether or not a particular discourse ref-
erent was a subject to the probability of its being
pronominalized in subsequent reference? This in-
formation value,EIV (subject), can be calculated
using the formulas above. Likewise, the information
values for the other syntactic and semantic features
can be calculated. Finally, I will calculate the net in-
formation value,EIVtot, for syntactic prominence
as the total of theEIV s for the various syntactic
features (i.e.,EIV (subject), EIV (object), etc.).
Similarly, I will calculate theEIVtot for semantic
prominence as the total of theEIV s for the vari-
ous semantic features. Therefore, the central ques-
tion becomes whether either information about syn-
tactic prominence or semantic prominence is more
informative (i.e., largerEIVtot) than the other or if
they are equally informative. A second question is
whether syntactic and semantic informationtogether
is more informative than either is alone. These two
questions are formally summarized in (15)-(16).

(15) Is the syntactic prominenceEIVtot greater
than, equal to, or less than the semantic promi-
nenceEIVtot?

(16) Is the joint syntactic and semantic prominence
EIVtot greater than either the syntactic or se-
mantic prominenceEIVtot?

With respect to (15), if results show that syntac-
tic and semantic prominence are equally informa-
tive, then another question may be posed: Are syn-
tactic and semantic prominence redundant with each
other or are they at least somewhat independent but
equally informative? An answer to this question
may be found by looking at the answer to (16). If the
joint information value is higher than either is alone,
then they cannot be redundant and must therefore be
independent.

5 Results and Discussion

In the corpus there are 291 cases of inter-utterance
coreference. In 224 (77%) of these coreference

cases, the coreferent noun phrase in the latter ut-
terance is pronominalized. Thus, the entropy of
pronominalization can is calculated as shown in (17)
whereP (pro) is the probability of pronominaliza-
tion.

(17) H = −[P (pro) ∗ log2P (pro)+
P (¬pro) ∗ log2P (¬pro)]

H = −[224/291 ∗ log2(224/291)+
67/291 ∗ log2(67/291)]

H = 0.778

This value serves as the baseline for entropy re-
duction: How much is entropy reduced fromH =
0.778 by learning some information about syntac-
tic or semantic prominence? In this section, I will
present these results along with some interleaved
discussion. However, before presenting the results,
it is necessary to deal with one complication. The
referents in the current context may have been re-
alized in multiple syntactic positions and semantic
roles. For instance, in (18), as a verbal argument,
JOHN has been realized as a subject and an object,
an experiencer and a recipient, and carries the entail-
ments sentience, volition, and stationary.

(18) <s>
<c>

<np id="JOHN"
synrole="subject"
semrole="experiencer"
sentience="yes"
volition="yes">

John</np>
<verb>wants</verb>
<c>

<np>his father</np>
to
<verb>give</verb>
<np id="JOHN"

synrole="object"
semrole="recipient"
stationary="yes">

him</np>
<np>a bicycle</np>

</c>
</c>
<punc>.</punc>

</s>

In short, there is an overlap of information caused
by such co-occurrences. It seems likely that these
co-occurrences are not independent of one an-
other, but accounting for these dependencies re-
quires a rather sophisticated mathematical model.



For the present research, I will therefore make cer-
tain simplifying assumptions about syntactic promi-
nence and the two semantic prominence approaches.
These assumptions will be clarified in greater detail
in the respective sections below.

5.1 Syntactic Prominence

For syntactic prominence information, I assume that
for any given referent, the role highest on the syntac-
tic hierarchy shown in (2) determines that referent’s
salience. Given this, the results shown in Table 1
indicate that learning that a referent was realized
as a subject is much more informative than learn-
ing it was realized in any other role about whether
or not subsequent reference to that referent will be
pronominalized or not.

Table 1: Information Value of Syntactic Prominence

x EIV (x)
subject 0.059
object 0.021

oblique 0.010
none 0.011

EIVtot 0.101

The idea that the information value of subject-
hood is much higher than that of other syntactic roles
is especially interesting in that it resembles the bi-
nary nature of many information-packaging theories
(e.g., topic-commentin (Gundel, 1974) andtopic-
focusin (Sgall, 1967)). The concept of the value of
information may may provide a useful of quantify-
ing these theories.

5.2 Semantic Prominence

5.2.1 FrameNet Roles

In the corpus, 158 different frame elements occur.
Here, I collapse these elements into seven groups as
shown in (19). Each group is shown with a word that
briefly describes the central property of the elements
in that group as well as some examples of elements
in that group.

(19) 1 - agentivity agent, deformer, driver
2 - perception cognizer, experiencer
3 - movement theme, impactor, message
4 - affected createdentity, victim

5 - movement parametersdirection, ground

6 - events activity, event

7 - other specifier, none

The ordering of the groups shown parallels or-
derings given in thematic hierarchies proposed in
the literature on syntactic linking theories (cf., Jack-
endoff (1972; 1990) and Speas (1990)). Similar to
the simplifying technique for syntactic information
above, for a given referent, the one of its semantic
roles which is highest on this hierarchy is regarded
as the role which determines the salience of that ref-
erent. The results are thus shown in Table 2.

Table 2: Information Value of Semantic Prominence
via FrameNet Roles

group EIV (group)
1 0.013
2 0.045
3 0.012
4 0.002
5 0.005
6 0.004
7 0.019

EIVtot 0.101

Two results are notable. First, it is interesting that
the perception roles in group 2 are more informa-
tive than the agentive roles in group 1, in spite of
the fact that agentive roles are usually posited to be
highest on many thematic hierarchies. This suggests
that sentience is more important to the salience of
entities evoked in a discourse than agentivity. This
would seem to parallel other results showing the im-
portance of animacy to the salience of discourse en-
tities (Prat-Sala and Branigan, 1999).

The second interesting result is that the total
information value of semantic prominence under
FrameNet is equal to that of syntactic prominence.
I will discuss the implications of this below. Be-
fore that, I present the results for the other semantic
prominence approach used in this study.

5.2.2 PROTO-roles

A particular discourse referent may carry more
than onePROTO-role entailment. In order to avoid
the overlap problems that this generates in the



present analysis, I use a simple transformation. For
each referent, I calculate a parameter I callPROTO-
agency as the total number of (unique)PROTO-agent
entailments on that referent minus the total number
of PROTO-patient entailments. Thus,PROTO-agency
ranges in integer values from +4 to -4 (although in
this corpus, there were no instances of -4). Under
this transformation, the results are as shown in (3).

Table 3: Information Value of Semantic Prominence
via PROTO-role entailments

PROTO-agency EIV (PROTO-agency)
+4 0.000
+3 0.001
+2 0.045
+1 0.005
0 0.045
-1 0.000
-2 0.001
-3 0.002
-4 ***

EIVtot 0.098

Results here show that semantic prominence with
respect toPROTO-roles is comparably informative to
the semantic prominence with respect to FrameNet
as well as to syntactic prominence.

5.3 Joint Information Value

While the above results have looked at the informa-
tion value of learning about the syntactic or seman-
tic prominence of a referent (i.e., learning that it was
realized as a subject or as a group 1 FrameNet ele-
ment or with aPROTO-agency of +4 or so on), in this
section, I look at the value of learning some joint in-
formation. That is, what is the value of learning that
a referent was realized as, say, a subjectanda group
1 role?

The fact that theEIVtot values of syntactic and
semantic prominence are essentially equal suggests
that either they are essentially redundant or that they
are at least somewhat independent, but comparably
informative. If the former is the case, then the joint
information value should be no different than that of
each alone. However, if there is some independence
between the two pieces of information, then the joint
information value may increase.

The joint information value of syntactic and se-
mantic prominence was calculated by crossing the
four syntactic roles against the seven FrameNet
groups or the nine levels ofPROTO-agency, and then
calculating theEIV for each of the pairings (e.g.,
subject/group 1, subject/group 2, etc.). The total in-
formation value,EIVtot was then calculated as the
total of these individualEIV s. The final results are
shown in Table 4.

Table 4: Joint Information Value of Syntactic and
Semantic Prominence

EIVtot

syntactic role× FrameNet group 0.165
syntactic role× PROTO-agency 0.141

The joint information value of syntactic and se-
mantic prominence is higher than that of either fac-
tor alone. Thus, the results suggest that syntactic and
semantic prominence are not redundant with each
other and that each provides at least some unique in-
formation with respect to the pronominalization of
subsequent reference. This conclusion should be re-
garded as tentative, however, because the differences
noted above have not been statistically confirmed.3

One interesting result here, though, is the fact
that thePROTO-role information is not quite as in-
formative as the FrameNet group information when
taken together with syntactic role. This, however,
could be a by-product of the transformation on the
PROTO-role information described in Section 5.2.2.

3I have been unable to find established procedures for the
statistical evaluation of EIV values. I have thus attempted two
different procedures. In the first, the variances of the mean
were estimated through a series of calculations paralleling those
of the EIV calculations. Under these procedures, the differ-
ences between the joint EIVs and individual EIVs are signifi-
cantly different at theα = 0.05 level. However, this conclusion
is suspect because the procedure assumes normal distributions
throughout. It is doubtful that this is the case since, for example,
even ifx is normally distributed,log2(x) is not.

The second procedure is a bootstrap in which the original
sample of inter-utterance coreference instances was resampled
with replacement 10,000 times. Under this procedure, the dif-
ferences between the joint EIVs and the individual EIVs was
not shown to be significant. However, even this procedure is
suspect because measures of skewness and kurtosis show that
the bootstrap distribution is nonnormal.

I am currently in search of more reliable and valid statistical
procedures in order to evaluate the results. For the present pa-
per, I discuss the results as if the differences are real, but refrain
from making statistical claims about the differences.



This transformation is a mathematical convenience
and glosses over semantic distinctions between the
various entailments. Perhaps a more sophisticated
transformation would result in a greater information
value.

6 Conclusion

Under the discourse model presented above, the re-
sults presented in this corpus analysis suggest that
the salience of referents in a discourse is influenced
by both syntactic and semantic information: Taking
both into account results in greater predictive ability
for the form of subsequent reference. These results
are thus in line with a view of discourse process-
ing in which salience represents information about
discourse structure: the more salient a referent is in
the current context, the greater the information value
about the structure of subsequent discourse, particu-
larly the form of referring expressions. Information
theory thus potentially offers another view of the rel-
ative value of the different factors known to affect
discourse salience and may provide another means
by which to narrow down on which factors are most
crucial.

The fact that syntactic and semantic information
seem to be at least partly independent in their in-
fluence on salience suggest that models of discourse
salience should include some account of semantic
information as distinct from syntactic information.
This is especially relevant to modular approaches in
which one module is responsible for structure while
an independent module is responsible for interpre-
tation. The results here may be relevant for deter-
mining how these modules interact for the purpose
of determining salience.

The improvement in the joint information value
suggests that computational implementations of dis-
course salience models might see some improve-
ment by the inclusion of semantic prominence infor-
mation. For instance, if the assumption that salience
is a core notion common to both speaker and hearer
is correct, then the present results would indicate
that pronoun resolution algorithms might also ben-
efit from the inclusion of semantic prominence as a
contributing factor.

In this study, two different semantic systems were
employed to evaluate semantic prominence. The

joint information values suggest that the FrameNet
system may be more informative than thePROTO-
role system. However, as noted above, this differ-
ence may not be real. If it is real, then an interesting
line of future investigation would be to look more
closely at the relationship between salience and the
notion of primitive semantic roles as assumed in
frame semantics. On the other hand, if the differ-
ence between the two systems turns out not to be
real, then there is a practical conclusion to make:
Technologically speaking, thePROTO-role system is
less cumbersome than the vast network of frames
and roles in FrameNet and therefore may be more
efficient in the implementation of mechanisms for
discourse processing and salience.

Further investigation of the role of syntactic and
semantic prominence along the lines presented here
might include looking at different languages. In
English—the language used in this study—syntactic
and semantic role is often conflated as noted early in
this paper. However, in languages where word order
is more free such as Spanish or Japanese, the dis-
tinction between syntactic and semantic prominence
may be easier to observe. Such work may provide
a clearer view of the degree to which syntactic and
semantic prominence each determine the salience of
discourse referents.
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